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Previously at vision conferences:
Deformable parts models

- Model an object/human/activity as a collection of local parts
- Optimize over (latent) local part positions

[Felzenszwalb et al., PAMI 2010]

Local appearance Deformation



Is it really necessary to calculate all possible 
position of parts of searched objects in order
to recognize them?

How do humans perform these tasks?

?



Human attention: gaze patterns

[Johansson,  Holsanova, Dewhurst, Holmqvist, 2012]



Gaze can be predicted

[Mihoub, Bailly, Wolf, Elisei, PRL 2016]

Gaze has a several functions: 
- scene analysis
- social signals
Attention models can learn to predict gaze



Attention in vision

[Durand, Mordan, Thome, 
Cord, CVPR 2017 ]



Attention based mechanisms
Can we jointly predict gaze … and the scrutinzed object?
Loss: recognitition performance



Soft attention: example

[Ben-Younes, Cadene, Thome, Cord, ICCV 2017 ]



[Song et al., AAAI 2016]

Attention on joints

[Sharma et al., ICLR 2016][Mnih et al., NIPS 2015]

Hard attention Soft attention in 
feature maps

Soft attention vs. hard attention
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Same class?!

Reading Writing

Articulated pose alone is not sufficient



1
1

Reading Writing

RGB is helpful…

Articulated pose alone is not sufficient



Attention on relevant parts

Work of Fabien Baradel, 
Phd @ LIRIS

With Julien Mille
(INSA Val de Loire)



[Baradel, Wolf, Mille, ICCV-W-
Hands in Action, 2017]







































Transfer learning

[Baradel, Wolf, Mille, BMVC 2018]

Results: comparison w. state of the art



Context

We need to put attention to places which are not 
always determined by pose



Context

We need to put attention to places which are not 
always determined by pose



Dynamic spatio-temporal attention

[Baradel, Wolf, Mille, Taylor, 
CVPR 2018]



Work of
Fabien Baradel, 
Phd @ LIRIS

With Julien 
Mille
(INSA VdL)

Dynamic visual attention

1. Learn where to attend
2. Learn how to track attended

glimpse points (assign
glimpses to semantic
entities)

3. Learn how to recognize
activities from a collection of 
tracked semantic entities

RGB input video

Time

With Graham W. Taylor
(Univ. of Guelph,
Vector Institut)



Attention in feature space

RGB input video

Time

Feature space 

3D
Global 
model: 

Inflated
Resnet
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[Baradel, Wolf, Mille, Taylor, 
CVPR 2018]



Unconstrained differentiable attention

Frame context

Hidden state from recurrent 
recognizers (workers)

"Differentiable crop »
(Spatial Transformer Network)

Time

[Baradel, Wolf, Mille, Taylor, 
CVPR 2018]



Distributed recognition

Distributed 
tracking/recognition
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[Baradel, Wolf, Mille, Taylor, 
CVPR 2018]



Soft-assignment of glimpses to 
workers
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[Baradel, Wolf, Mille, Taylor, 
CVPR 2018]



Intermediate supervision

Discriminative DiscriminativePose prediction
Pose attraction

Unsupervised
pretraining

[Baradel, Wolf, Mille, Taylor, 
CVPR 2018]



Dynamic visual attention

[Baradel, Wolf, Mille, Taylor (under review]

CNN

Tim
e

Recognition

Unstructured 
Glimpse Cloud

State-of-the-art comparaison

SOTA results on two datasets NTU and N-UCLA 
Larger difference between Glimpse clouds and global model on N-UCLA

[Baradel, Wolf, Mille, Taylor, 
CVPR 2018]


