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We manipulate tensors

[Figure: Anima Anandkumar]



High dimensional tensors
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[Data: LAGEP]



Images as tensors

=

A color image has 3 color channels (red, green, blue) and is

therefore a 3D tensor.

3D 3D



(Multiple) 1D signals
• 1500 volunteers, 1500 Nexus 5 smartphones

• Several months of natural daily usage, 27.6 TB of data

• Multiple sensors: camera, touchscreen, GPS, bluetooth, wifi, cell antenna, 

inertial, magnetometer

[Neverova, Wolf, Lacey, Fridmann, Chandra, 

Barbello, Taylor, IEEE Access 2016]



Tensors: examples
- Example of a tensor of dim 2 (input data, 1D signal)

– Batch dimension (multipe samples)
– Signal dimension

- Example of a tensor of dim 2 (output data, classification)
– Batch dimension (multipe samples)
– Prediction for different classes

- Example of a tensor of dim 3 (layer activation, 1D signal)
– Batch dimension (multipe samples)
– Signal dimension

– Feature dimension

- Example of a tensor of dim 4 (layer activation, 2D image)
– Batch dimension (multipe samples)
– Spatial X dimension

– Spatial Y dimension

– Feature dimension

- Example of a tensor of dim 5 (input data, 2D+t video)
– Batch dimension (multipe samples)

– Spatial X dimension
– Spatial Y dimension

– Color channel dimension

– Time dimension

...



Functional mappings

input

Groundtruth

Output

Loss



How do we code all this?

input

Ground truth

Output / prediction

Loss / objective

Inputs, outputs, layer activations, weights are tensors of 

different dimensions.



Autograd!

input

Ground truth

Output / prediction

Loss / objective

The basic operation is differentiation:

How can we derive … computer science code???

Deep Learning is "differentiable programming"



Deep Learning Frameworks

The wild west. Models are handcoded in Matlab, C++ by 

a small minority of people doing deep learning.
Before 2013

CAFFE introduced by University of California, Berkeley. 

Interfaces: C++ and shell+text files.
2013

2010
Theano introduced by  Montreal Institute for Learning Algorithms 
(MILA), University of Montreal. Autograd. [Discontinued]

2002
Initial release of Torch by IDIAP Research Institute, later Facebook 
AI Research. Interfaces: Lua, C++. It uses Autograd (automatic 
dynamic differentiation) [Replaced by PyTorch.]

Tensorflow introduced by Google, with immediate success. 

Interaces: Python, C++ (less supported). Uses a static 

calculation graph, not Autograd.

2015

2015 MXNet (Appache with researchers from CMU, NYU, NUS, 

MIT)



Deep Learning Frameworks
Keras is a meta-language developed by Google Engineer 

François Chollet, simplifying coding, initially developed to 

run on top of Theano. Now also runs on Tensorflow, CNTK. 

Part of Tensorflow now.

2015

CNTK by Microsoft2016

PyTorch introduced by Facebook, with immediate success. 

Interaces: Python, C++ (less supported). Uses a static 

calculation graph, not Autograd.

2016

Tensorflow introduces eager mode, a dynamic graph 

calculation mode based on Autograd to respond to the 

success of PyTorch & Co.

2017

Tensorflow makes the eager mode the default mode in 

version 2.0.
2019

2018
Jax is introduced by Google and directly works with numpy 

tensors.



Main frameworks

Tensorflow PyTorch

• Support execution and training on CPUs, GPUs, TPUs (google’s machine 

learning hardware) 

• All use python. 

• Tensorflow also supports C++, Swift.

Jax



PyTorch

Tensor cheat sheet



PyTorch Live Install Party

https://pytorch.org/get-started/locally/
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