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Example: Sand corn vs. Slope

Variable 1 : median diameter (mm) of granules of sand

Variable 2 : gradient of beach slope in degrees

Diameter Slope

0,17 0,63

0,19 0,70

0,22 0,82

0,23 0,88

0,23 1,15

0,30 1,50

0,35 4,40

0,42 7,30

0,85 11,30

https://college.cengage.com/mathematics/brase/understandable_statistics/7e/s

tudents/datasets/slr/frames/frame.html

[Physical geography by A.M King, Oxford Press, England]

Sand_slope.csv 
Can be downloaded on 

the lecture website!

https://college.cengage.com/mathematics/brase/understandable_statistics/7e/students/datasets/slr/frames/frame.html
https://college.cengage.com/mathematics/brase/understandable_statistics/7e/students/datasets/slr/frames/frame.html




















Linear classification (2 classes)

A decision function ist modeled through a linear relationship

is the bias term which can be integrated by adding « 1 » to the input vector:

The constant « 1 » adds a 

« biais » to the model

Interpretation : 



Linear classification (K classes)

Multiple parametric functions

In vectorial notation with integrated bias:

Interpretation :

Class k if  

« The winner takes it all »



Visualization of a simple problem
Linear classifier: 1D input, 3 classes

Input : Parameters :

Output of one class:

Output of all classes:



Visualization of a simple problem

Real decision boundaries

Estimated decision boundaries

Training data



Decision functions

Decision functions of linear classifiers are linear, i.e. d-dimensional hyper-

planes in input space.



The non-linear case
Pre-processing : Non-linear transformation of the data, 

according to the application

Gaussian basis functions

[C. Bishop, Pattern recognition and Machine learning, 2006]



(Generalized) linear models

How do we train a linear model for classification? 

What is the loss function?

(A simple L1 or L2 norm is not optimal / justified on categorical

data like class labels)

How do we train it?



Logistic regression (2 classes)
A linear model (eventually on transformed input) + a non-linearity at the 
output

is the logistic function (« sigmoid ») ensuring that the output is between
0 and 1:

Direct model of the posterior

probability



Logistic regression (K classes)

The extension is similar to the linear case

« Softmax » to ensure that the 

output sums to 1 

Linearities



Logistic regression: motivation

Allows a probabilistic view of classification and training.

The objective (loss) is convex: the global minimum can be 

attained.

The decision functions are still linear

(« Generalized linear model »). 



Logistic regression: training

Training dataset:

Inputs       transformed by basis functions

Categorical outputs «  (« targets »), 1-à-K encoded (« hot-one-

encoded »):

Objective : learn parameters     according to a criterion

Real (ground-truth) class of sample n



Training

To estimate the parameters we minimise the following error
function (the negative log likelihood of the data):

« Cross-entropy loss »

It can be minimized by gradient descent:

[C. Bishop, Pattern recognition and Machine learning, 2006]



Learning by gradient descent

Iterative minimisation through gradient descent:

Can be blocked in a local 

minimum (not that it matters

much …)

[Figure: C. Bishop, 2006]

Learning rate



Linear separation fails on XOR

https://playground.tensorflow.org



Unless we calcuate features

https://playground.tensorflow.org



Example: Wisconsin breast-cancer

https://www.machinelearningplus.com/machine-learning/logistic-regression-tutorial-examples-r/

https://www.machinelearningplus.com/machine-learning/logistic-regression-tutorial-examples-r/
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