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The problems of linear models

Lack of capacity, i.e. complexity of the decision to learn.

Example : XOR

Example : Visual Question Answering

Example: Visual Question 
Answering

“What is the moustache 
made of?”

Can the answer be predicted as a linear combination of input 

pixels and question words ?



Reminder: linear models

Output 

layer

Input 

layer



Multi-layer Perceptron (MLP)
« Fully-connected » layers

...

Hidden

layer

Output 

layer

Input 

layer

Elementwise activation 

functions



Deep neural network

...

...

...

...

...
n





Common activation functions

Hyperbolic tangent

tanh

Rectified Linear Unit

ReLU

Logistic function

Sigmoid



Universal approximation

A feed-forward network with a single hidden layer containing 
a finite number of neurons can approximate continuous 
functions on compact subsets of Rn, under mild assumptions 
on the activation function.

Single hidden layer require an exponential number of hidden 
units (width).

Since 2017 we know that width bounded networks can 
approximate any function (mild conditons) if depth can grow.

Lu, Z., Pu, H., Wang, F., Hu, Z., & Wang, L. The Expressive Power of Neural 

Networks: A View from the Width, NeurIPS, 2017.
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Is adding layers enough?



Going deeper
2012 : AlexNet, 8 layers. New techniques: dropout, ReLU

2014 : GoogLEnet, 20 layers. New technique: intermediate supervision

2015 : Microsoft research, 150 layers. New technique: residual learning



Example: the MNIST dataset
A dataset of handwritten digits introduced by Yann LeCun in 1999 
with 60 000 training images and 10 000 test images.

One image is of size 28x28 pixels.

http://yann.lecun.com/exdb/mnist/



MNIST : MLP performance

http://yann.lecun.com/exdb/mnist/

(Validation performance)
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