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2.6 Stochastic Gradient Descent



Learning by gradient descent

Iterative minimisation through gradient descent:

Can be blocked in a local 

minimum (not that it matters

much …)

[Figure: C. Bishop, 2006]
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Visualization

[Animations: Alex Radford, Open-AI]
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Learning rate



The impact of learning rates

A well chosen learning rate of 0.01:
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The impact of learning rates

We add the curves for a low learning rate 0.0001:

Slow convergence.
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The impact of learning rates

We add the curves for a high learning rate 0.1:

Convergence is fast at the beginning but fails to find a good 

optimum at the end.
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The impact of learning rates

We add the curves for a ridiculously high learning rate 1:

Oscillations start to appear (convergence problems).
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